
S C I E N C E  E D I T O R  •  M A R C H  2 0 2 5  •  V O L  4 8  •  N O  14 8

D E PA R T M E N T

Forging the Way Forward to  
Inclusive and Responsible  
Artificial Intelligence in  
Scholarly Publishing

Fast forward to the year 2050, when hopefully the 
publishing landscape includes affordable AI tools developed 
on robust datasets—empowering efficient editorial workflows, 
improved searchability, automated accurate language 
translation, possible alternative formats for both writers and 
readers, simpler bias detection, and enhanced transparency 
and accessibility—leading to fair treatment of authors and 
researchers globally. However, before we can envision this 
scenario, there are significant challenges to be addressed by 
multiple stakeholders along the way. These include the potential 
to create tools that perpetuate existing biases in the literature 
leading to wider health disparities in underserved groups, 
lack ethical considerations and cultural nuances, have limited 
regional access, and are cost prohibitive.7,8 A key challenge is 
navigating the shifting political climate which disincentivizes 
companies from considering some of these factors. 

Currently available AI tools are limited in their ability to 
detect bias as they can only organize language the way it has 
been seen on the Internet. Because of the biases that exist 
even in the most objective of places (i.e., scientific journals), 
the promulgation of AI will only serve to perpetuate bias, 
instead of eliminating it.8 For example, medical algorithms 
that have inappropriately equated race with genetics leading 
to underuse of lifesaving antihypertensive drug classes and 
less frequent offering of vaginal birth after cesarean delivery 
in Black patients have come into question, yet these will 
continue to surface with use of AI.9,10 While humans are also 
not free of bias, it will be nearly impossible to truly eliminate 
all bias from the AI. AI can be taught to look for bias, but the 
complex patterns that show bias have yet to be discovered. 

In addition to eliminating bias, providing accurate information 
is critical. The tendency for AI to confabulate/hallucinate is well 
known, so just imagine if these inaccuracies promote misplaced 
concepts, falsified data (propagating misinformation/
disinformation), and fake papers that negatively impact groups 
that are already disadvantaged, severely compromising 
research integrity and eroding trust in scholarship. 
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With the recent Executive Order calling for “removing 
barriers to American leadership” in artificial intelligence (AI), 
development of AI and AI-enabled tools in the United States is 
expected to accelerate. However, in the absence of mandatory 
checks and balances, it is highly likely that the governance and 
the quality of output synthesized by generative AI tools may 
be compromised significantly, and the output may even lead 
to unintended consequences in the long run.

Like all other domains, the role of AI in scientific publishing 
is advancing rapidly, such that it is hard to imagine the future 
processes for writing, reviewing, and editing articles in 25 
years, let alone the ways in which processes will change by 
the end of 2025. Regardless of AI implications on scholarly 
publishing now or in the distant future, we must ensure 
that AI is applied in a way that is safe and ethical and helps 
maintain the rigor and integrity in scholarship.1-3 Of particular 
importance is navigating the influence of AI on diversity, 
equity, inclusion, antiracism, and accessibility (DEIA). Clinical 
studies have already reported severe (even detrimental) 
impact on patient populations when AI is widely adopted 
without validation.4 This problem is further magnified when AI 
is trained on limited datasets that are inherently exclusionary 
and then applied to marginalized groups.5,6
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Aside from bias and accuracy, affordability and accessibility 
of AI tools will be essential to prevent increasing the current 
(and potentially widening) digital divide. For example, 
institutions, researchers, communities, cities, and countries 
across the globe with resources will be able to utilize tools 
to produce more publications at scale. Yet those in resource-
limited settings, including those who may be researching 
and writing about marginalized populations, may not have 
access to the same tools, which can lead to less scholarly 
information being available from these groups. This may 
easily turn itself into a self-perpetuating vicious cycle of 
further marginalizing the already marginalized. The role of 
government infrastructures should also be considered, since 
some countries provide more access.

So, amid all the existing challenges and emerging chaos, 
what is the way forward? AI needs humans, like the movement 
toward DEIA needed humans, specifically with intersectional 
identities based upon diverse overlapping backgrounds. 
In the case of AI, these humans would have expertise in 
both bias and in coding, which is a rare combination, yet 
represents our best chance to continue to purge the bias 
that humans introduced into their large language models 
and other AI tools. Although some companies with the 
mission to remove bias from healthcare, like Equality AI, 
closed its doors, there are other larger companies like IBM’s 
watsonx.governance which may have a better chance at 
addressing bias and promoting ethical practices. Given the 
lack of guardrails, however, keeping up with the rapid pace 
of innovation will remain an ongoing challenge.

As we consider AI’s potential to exacerbate disparities 
and to perpetuate misinformation, we must return to 
the fact that AI is not sentient. It is a computer program. 
Computer programs do not do what you want them to do, 
they only do what you tell them to do, within the confines of 
the desired parameters. Therefore, the governing programs 
need to seek information from trusted sources and learn 
to weigh that information more heavily than information 
from the echo chambers of popular social media amplifying 
mis/disinformation. Published scholarly works on DEIA 
must be incorporated into AI algorithms. This is a possible 
future profession for DEIA leaders in the private sector as 
government defunding is fully implemented.

Scientific journals would be wise to band together and 
form partnerships with AI companies to ensure that an AI 
exists that can provide trusted scientific evidence without the 
bias and misinformation prevalent on the Internet today.11 
This could mitigate the spread of misinformation; however, it 
will not eliminate it. The COVID-19 pandemic taught us that 
even reputable journals can sometimes publish studies that 
are deeply flawed. WebMD, Doximity, and Medscape have 
developed AI tools that are already available to physicians, 
which can provide a credible alternative to those fueled by 

other (mis)information. However, we must be careful not to 
trade one type of bias for another, as these collaborations 
are often heavily subsidized by the pharmaceutical industry. 

To summarize, though it may seem daunting to develop, 
train, and operationalize ethical and responsible AI that is 
sustainable, scalable, inclusive, and performs optimally and 
as desired on all needed datasets while meeting all user 
needs, we must still strive to meet these needs in our own 
capacities. Only then can we achieve a bright future where 
responsible AI empowers humans to excel in their domains 
and enables the betterment of humankind. 
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